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Chapter 1 -

Context and Contributions

1.1  Context
Image  representation IS
fundamental to image

analysis. Most images use a
regular rectangular tessellation

which can Impair
interpretation and analysis of
underlying  structure.  For

example, representing a circle
using a square grid will
fundamentally lead to errors.
Superpixels aim to resolve this
by representing the image in a
more logical manner, grouping
pixels based on homogeneity

criteria and restoring the
object  boundaries. This
provides a differing

representation of each image,
where the boundaries are
irregular and the superpixels
are of different size. This is
achieved by image
oversegmentation, the process
of reducing an image into a
number of regions, by
covering images in such a way
as to create non-overlapping
regions of  homogeneous
colour.

A superpixel can be defined as
a spatially coherent
homogeneous  structure[Ren
and Malik, 2003]. Figure 1.1
shows an image represented
using the basic approach to
superpixel generation. Each
superpixel contains a small

Chuong 1

B4i canh va cac dong gop

1.1 Béi canh

Biéu dién anh 1a co s¢ cua phan
tich anh. Pa sd cac anh sir dung
tessellation chir nhat déu dé tiét
kiém cong suc dién giai va phan
tich ciu trac co ban. Vi dy, Vé co
ban, biéu dién mot dudng tron bang
mot lugi vudng s& dan dén sai so.
Siéu pixel c6 thé giai quyét van dé
ndy bing cach biéu dién anh theo
kiéu logic hon, nhém cac pixel lai
dua trén tiéu chi d6ng nhat va phuc
hoi bién vat thé. Biéu nay cho ra
mot biéu dién khac cho mdi anh,
trong d6 cac bién khong déu va céc
si€u pixel co kich thudc khac nhau.
Chuing ta c6 thé thuc hién diéu nay
bang cach phan doan anh cuc nho,
quéa trinh nay sé& chuyén anh thanh
mét sé vling, qua viéc bao phu anh
theo kiéu nao dé dé tao ra cac viing
mau déng nhat khdng chéng Ién
nhau.

Chilng ta c6 thé dinh nghia siéu
pixel 1a mot cdu trac ddng nhat két
hop vé mat khong gian [Ren va
Malik, 2003]. Hinh 1.1 cho thay
mot anh duoc biéu dién béng
phuong phéap tao siéu pixel. Moi
siéu pixel chira mot sd lugng nho
mau, tuy nhién, dién tich va hinh




number of colours, yet the
area or shape of each
superpixel can be allowed to
vary. The primary use of
superpixels is to significantly
reduce the number of pixel
regions, typically by two
orders of magnitude. This
reduction in pixels naturally
leads to faster implementation
of further image processing

algorithms  [Rohkohl  and
Engel, 2007], particularly
those concerned with

segmentation or classification.
However, there is a loss in
information where pixels are

merged.

There are many potential
applications for such a
technique, for example in

large Landsat imagery, where
millions of pixels could be
represented as several
thousand

FIGURE 1.1: A superpixel
representation of a simple
image, generated using

N-cuts [Ren and Malik, 2003]
superpixels. There are several
notable examples of
superpixel use. These include:
determining complex body-
poses[Ren et al., 2005];
making 3D images from 2D
pictures[Hoiem et al.,
2005b,a] and videos[Van den
Hengel et al., 2007]; object
detection in UAV
imagery[Rasmussen,  2007],

dang cua moi siéu pixel duogc phép
thay d6i. Muc dich chinh cua siéu
pixel 1a lam giam manh sd ving
pixel, thuong khoang hai bac vé do
16n. Tét nhién, viéc giam sb pixel
nay s& dan dén viéc thuc thi cac
thuit todn xu 1y anh tiép theo
nhanh hon [Rohkohl and Engel,
2007], dac biét la nhirng thao tac
lién quan dén phan doan hoic phan
loai. Tuy nhién, s& c6 su mat mat
thong tin khi tron cac pixel.

Mot ky thuat nhu vay s& ¢ nhiéu
tng dung tiém ning, chang han
trong ky thuat anh Landsat lon,
trong d6 hang triéu pixel co thé
duoc biéu dién dudi dang vai nghin

Hinh 1.1: Biéu dién siéu pixel cua
moét anh don gian bang cac siéu
pixel N-cuts [Ren va Malik, 2003].
Siéu pixel c6 mot sd kha ning dang
chd y nhu sau. Bao gom: xac dinh
cac body-pose phtrc tap [Ren va
cac cong su., 2005]; tao cac anh 3D
tr anh 2D [Hoiem va cdng su,
2005b, a] va céc video [Van den
Hengel va cac cong su, 2007.];
phat hién d6i tuong trong anh UAV
[Rasmussen, 2007]; phén doan
chuyén dong [Ayvaci va Soatto,
2009], va dong vai tro tién dé dé
hiéu noi dung anh [. Kaufhold va




motion segmentation [Ayvaci
and Soatto, 2009]; and as a

pre-cursor to scene
understanding [Kaufhold et
al., 2006].

Superpixel algorithms are

usually designed such that
there is absolute control over

the number of generated
superpixels and, historically,
algorithms have been
criticised for lacking such
control.  However,  when
selecting superpixel
initialisations, changing the

quantity of superpixels even
slightly can lead to dramatic
changes in  the  result
[Tuytelaars and Mikolajczyk,

2007].
There are two  main
philosophies to generating

superpixels. The first uses a
predefined number of
superpixels with which to
partition the image and the
other uses image information
to generate an unknown
number of superpixels based
on  pre-determined image
criteria or thresholds. These
are referred to here as explicit
and implicit generation
respectively. An example of
each type of algorithm is
shown in Figure 1.2.

1.1.1 Explicit Methods

cac cong su, 2006].

Céc thuat todn siéu pixel thuong
duoc thiét ké sao cho né cé kha
nang kiém soat hoan toan sé siéu
pixel dugc tao ra vi nhiing thuat
toan nay da tung bi chi trich do
thiéu kha ning d6. Tuy nhién, khi
chon cac khai tao siéu pixel, thay
ddi s6 lugng siéu pixel tham chi rat
it cling co thé dan dén su thay doi
dang ké két qua [Tuytelaars va
Mikolajczyk, 2007].

C6 hai nguyén tic chinh dé tao ra
cac siéu pixel. Nguyén tic thir nhat
la ding sb siéu pixel dinh trudc dé
phan ving anh va nguyén tic tha
hai la sir dung thong tin anh dé tao
ra so pixel bat dinh dya trén tiéu
chuian anh dinh truéc hoic cac
ngudng. Chang lan lugt duoc goi
la sy tao twong minh va an. Hinh
1.2 trinh bay vi du vé nhiing loai
thuat toan nay.
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The first method of superpixel
generation using a pre-
determined number of
superpixels was developed by
Ren and Malik [Ren and
Malik, 2003]. They used
superpixels as a  pre-
processing stage to achieve
segmentation of an image by
matching superpixel
boundaries  with  human
labeled data. This formulation
uses N-cuts graph
segmentation [Shi and Malik,
2000] by recursively dividing
the image into a pre-
determined number of
superpixels. N-cuts
superpixels are designed to be
compact and uniform with
respect to size and colour.

The N-cuts based approach is
comparatively slow.
Turbopixels [Levinshtein et
al., 2009], improved the speed
of  superpixel  generation
considerably by basing their
algorithm on level-sets
[Caselles et al., 1997]. A fixed
number of seeds is used that
are dilated to obtain the
superpixels. The seed
placement is optimised to best
extract the homogeneous
regions, and overlap is
prevented by way of a
skeleton frame. More recently,
a new method called SLIC
Superpixels has emerged that
Is designed to produce




compact, uniform superpixels
that adhere to image edges
[Achanta et al., 2012],
performing better than N-cuts
and faster than Turbopixels. It
is inherently a special case of
the K-means algorithm as it
clusters the data into k points
by successively associating
pixels to the best matching
superpixel ‘cluster’.

Another  method, called
‘Lattice Cut’, imposes a lattice
structure on the creation of
superpixel boundaries [Moore
et al., 2010, 2008], thereby
retaining pixel-like structure.
This restriction on superpixel
generation does not hinder the
ability of the algorithm to
extract well-defined
superpixels, but creates a clear
way to index superpixels and
create a superpixel
‘neighbourhood’.

Other methods include those
by Zhang et al. [2011] that
uses Pseudo-Boolean
optimisation and Wang and
Wang [2012] that uses
Voronoi Tessellations.

1.1.2 Implicit Methods

Implicit methods include a
parameter that tunes attention
to scale within the image.
Typically these algorithms are
not originally designed to be




superpixel algorithms but have
found application in this area.

Felzenszwalb and
Huttenlocher  [Felzenszwalb
and  Huttenlocher,  2004]
created an algorithm initially
designed for global image
segmentation. They examined
the

(b) N-cuts superpixels

(c) Felzenszwalb and
Huttenlocher

FIGURE 1.2: A typical image
from [Martin et al., 2001]
represented using different
superpixel algorithms
evidence for a boundary
between nodes in a graph-
based representation of the
image. It is controlled by the
use of k, which sets the scale
of observation, where a larger
k causes a preference for
larger components. This value
is fixed before processing and
does not take image
complexity into account.
Mean-shift [Comaniciu and
Meer, 2002] is predominantly
used for clustering, however it
Is often used for comparison
with superpixel algorithms. It
replaces each pixel with the
mean of a region given a
capture range and colour
distance  between  pixels.
Again, this capture range and




colour distance is chosen prior
to operation. To produce
superpixels, this output must
be clustered using, for
example, K-means.

Mean-Shift was extended by
Quick-shift  [Vedaldi and
Soatto, 2008]. It is used as a
pre-processing stage in mean-
shift. It is, as the name
suggests, much faster than
mean-shift yet uses a similar
algorithm.

Other algorithms include those
by Wang et al. [2011] that
used Cellular Automata and
Liu et al. [2011] that used
measures of entropy.

1.2 Contributions

This thesis introduces a novel
superpixel algorithm  that
differs from current superpixel
methods. As in traditional
superpixel algorithms, the aim
Is to reduce the number of
pixels for further processing.
This  technique, however,
dramatically improves the
visual quality of the image
when represented by
superpixels.




A set of superpixels is
evolved, without any
initialisation parameters, by
growing and dividing one or
more superpixels. These new
superpixels are formed using a
Distance Transform and a
variation on Active Contours
without Edges segmentation,
where the superpixel is
separated by optimising the
distance  between  colour
values within the superpixel.

While existing algorithms can
control the number of
superpixels,  this  control
provides change on a linear
scale. The result is that all
regions will grow or shrink
accordingly. Our new
algorithm is not designed to
scale regions linearly, rather it
Is designed to produce varying
sizes of superpixels dependent
on the local complexity of the
image. This method still
allows images to be reduced
as in a traditional superpixel
algorithm  while  retaining
almost all of the detail in the
original image. By allowing
new  superpixels to be
generated as required, a
representation approaching
multi-resolution superpixels is
obtained, as more superpixels
are required to represent more
complex regions. As a direct
consequence the algorithm
adapts to changes in the




Image, leading to high
stability across a set of
random initialisations.

The term  content-driven
superpixels is used as the
algorithm directly responds to
Image variation and the results
reflect the local properties of
an image. For convenience,
the algorithm will henceforth
be referred to as ‘CD
superpixels’ or CDS.

Figure 1.3  shows the
difference in approach
between N-cuts and our
approach. The reconstruction
is performed by drawing the
mean  colour of each
superpixel for the area, shown
in red, that it encompasses.
This is an excellent example
of what the new algorithm can
achieve. As new superpixels
only occur when the current
representation is no longer
sufficient, the sky contains
very few new superpixels,
with borders mainly being due
to initialisation. In contrast to
this, the tree and surrounding
grassland is, in some places,
almost at pixel resolution. The
result is a situation where the
superpixels in the sky are
reduced yet the foreground
remains clear.

Superpixels remain an
untapped resource as a pre-
processing  step, largely
because  the  superpixels
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generated contain little
information about the image
content. Generating equal
sized regions does reduce the
number of regions to process,
but provides no  other
information. By generating
superpixels based on image
content and structure, there are
several new applications that
can be explored.

1.3 Thesis outline

Chapter 2  presents the
algorithm for CDS, showing
the alternatives that were
tested. In addition, problems
with existing analyses are
outlined and solutions are
suggested and implemented.
The remainder of the chapter
presents the quality of the
algorithm when compared
with other algorithms and
displays the improvement of
CD superpixels over those
algorithms. In addition the
robustness to noise and
initialisation is demonstrated.
The new technique is then
applied in general and in a
specific application. Chapter 3
discusses the use of CDS in
three applications which are
general to computer vision:
segmentation;  compression;
and scene  classification.
Segmentation

(@) Superpixels generated
using N-cuts.

(b) Image reconstruction using




N-cuts.

() Superpixels generated
using CD superpixels.

(d) Image reconstruction using
CD superpixels.

FIGURE 1.3: A comparison of
CD superpixels with existing
work using the same number
of superpixels. As CD
superpixels are not enforced to
be uniform in size, it produces
larger regions, notably in the

sky.
is achieved by modifying the
representation of the

superpixels into a graph
structure. Scene Classification
also relies on the same
structure to generate the
feature vector required for
learning. Machine learning
techniques are then applied to
recognise the content of an
image.

Chapter 4 discusses the
application of CDS to finding
Image regions that are in
focus. Generation of test
Images is provided by using
Light-Field images, which is a
first for focus detection. The
use of Light Fields provides
unique information thereby
allowing the capabilities of the
new focus algorithm to be
objectively demonstrated.
There are many other
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applications that are touched
on during the course of the
thesis. Chapter 5 discusses
further work in analysing and
applying the new content
driven superpixel approach.
Finally, Chapter 6 concludes.
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