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Hinh 12.9 Vi du vé hiéu tng mat dong b trong CRRD (n m= k=2).

— 4 —

lan l1ap, Lii, 1) khong thé khop véi bal bat ky VOQ nao khong rdng. O budc lap tlep
theo, su khop glu:a cac VOQ khong rong khong khop val; (| 1) sé duoc thu:c hién.

Desynchronlzatlon Effect of CRRD While the ATLANTA switch suffers
contention at CM [8], CRRD decreases the contention at the CM because pointers

PV (i, v), PL (i, r), and Pc(r, j), are desynchronized.
. )‘*mj‘i(na,) i ‘*%y “*mi‘u& “*mi‘u&
Hi¢u ng mat dong bo ciia CRRD. Trong khi chuyén mach ATLANTA trai qua sy

canh tranh tai CM [8], CRRD giam su canh tranh tai CM bai Vi cac con tro Py (i,
), P (i, 1), va P(r, j), bi mat dong ba.

By using a simple example, desynchronization of the pointers is
demonstrated Consider the example_ofj =m=k=2 as_shgwn in Figure 12.19.
e can assume that e\ every VOQ is always occupied with cells. "Each VOQ sends a
request to be selected as a candidate at every time slot. All the pointers are set to be
PV (i, v) =0, PL (i, r) =0, and Pc(r, j) = Oat the initial state. Only one iteration in

phase 1 |s#e0(15|dered here. n_*% n_*% n_*%
2Bang cach s dung vi du don gian, sy mat dong bo ciia cac con tré dug
minh hoa. Xét vi du n = m = k = 2 nhu duoc biéu dién trong hinh 12.19. Chung t
cd the chung t6 rang moi VOQ Iudn dugc chiém bsi cac 8. Moi VOQ gui mot yéu
cau dwoc chon nhu mot ang cir vién tai mdi khe thoi gian. Tat ca cac con tro dwoc
thiét 1ap la PV v (i, v) =0, PL (i, r) =0, va Pc(r =0 0 trang thai ban dau. Ch1 mot
1an 1ap [y pha 1 du’oc Xet o day .

At time slot T =0, since all the pomters are set to 0, only one VOQ in IM(O)

hich is VOQ(O0, 0, 0), can send a cell with Li(0, 0) through CM(0). The related
. -1 pointers with the grant, PV (0, 0), PL (0, 0), and Pc(0, 0), are updated from O to 1.

| . AT = 1 ‘three VOQs which are VOQ(O 0, 0), VOQ(O, l 0), and VOQ(1, 0, 0),
can send cells. The related pointers s with the grants are updated. Four VOQs can




send cells at T = 2. In this situation, 100 percent switch throughput is achieved.
There is no contention at the CMs from T = 2 because the pomters are

12.11 CH%EOI DUONG‘% m‘

If we consider each input module and each output module as a node a partlcular
connection pattern in the middle stage of the Clos network can be represented by a
regular bipartite multigraph with node degree m as illustrated in Figure 12.20,
Where each central module corresponds to a group of n edges each connecting one

_ vo1 nut bac m nhu dgoc minh hoa trong
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The connection pattern will change in every time slot according to arrival packets,
and the routing will be calculated on a slot- -by-slot basis. Let eij (t) be the number
of edges from li to Oj of the corresponding bipartite multigraph in time slot t. Then

which implies that the peak bandwidth Cij is provided for each virtual circuit at
call set-up time, and it does not take the statistical multlplexmg into conS|derat|on
at all. We conceived the idea of quaS|-stat|c routing, called p path swﬂchmg, usmg a
finite number of different connection patterns in the middle stage repeatedly, as a
compromise of the above two extreme schemes. For any given Aij ,if i Aij <n <m,
andJ Mj <n < m, we can always find a finite number f , of regular blpartlte




here eij (t) is the number of edges from node i to node j in the tth bipartite
multigraph. The capacity requirement (12.5) can be satisfied if the system provides
connections repeatedly according to to the coloring of these f bipartite multlgraphs
and these finite amounts of routing information can be stored in the local memory
of each input module to avoid the slot-by-slot computation of route assignments.
The path switching becomes circuit switching if f = 1, and it is equivalent to cell

The scheduling of path switching consists _of two_steps, the capacity
assignment and the route assignment. The capacity assignment is to find the
capacity Cij >Ajj for each virtual path between input module Ii and output module
0j ; it can be carried out by optimizing some objective function subject to i Clj =j
Cij = m. The choice of the objectlve function depends on the stochastic
characteristic of the traffic on virtual paths and the quality of service requirements




The next step is to convert the capacity matrix, [Cij ], into edge-coloring of
finite number, f , of regular bipartite multigraphs, each of them representing a
particular corm:tlon pattern of central modules in the _Clos network. An edge—
jcoloring of a bipartite multlgraph is to assign m distinct colors to m edges of each
node such that no two adjacent edges have the same color. It is well-known that
regular bipartite multigraph with degree m is_m-colorable [10, 11]. Each color
corresponds to a central module, and the color assigned to an edge from input
module i to output module j represents a connectlon between them through the

’correspondlng central module.
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: Suppose that we choose a suff|C|entIy Iarge mteger f such that fCIj are
integers for all i, j, and form a regular bipartite multlgraph called capacity graph,
in which the number of edges between node i and node j is fCij . Since the capacity
graph is regular with degree fm, it can be edge-colored by fm different colors [11].
Furthermore _ﬁ easy to show “that 1at any edge- colormg of the the oapaolty graph
Jwith degree fm is the superposition ion of the edg&colormg of f regular bipartite
multigraphs of degree m. Consider a particular color assignment a €{0, 1, ..., fim —
1} of an edge between input node li and output node Oj of the capacity graph. Let
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where r €{0, 1, ... , m — 1} and t €{0, 1, .. f— 1} are the quotient and the
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-SSR remainder of dividing a by f, respectively. The ma}lppmg g(a) = (t, r) from the set
o ,fm—1}—{0, 1, —1}x{0, 1, ..., m — 1} is one-to-one and onto, that§

That is, the color assignment a, or equwalently the aSS|gnment pair (t, r), of the
edge between li and O] indicates twe central module r has been aSS|gned to a
Iroute from i to Oj in the tth time-slot of every cycle. Adoptlng the convention in
the TDMA system, each cycle will be called a frame and the perlod f frame size.
As illustrated by the example shown in Fig. 12.21, where m = 3 and frame size f =
2, the decomposition of the edge-coloring into assignment pairs guarantees that
route assignments are either space _interleaved or time _interleaved. Thus the

Irelation (12. 8) WI|| be called the time- -space interleaving prlnC|pIe
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[12.11.1 Homogeneou§ Capacity and Route Assignment

For uniform traffic, where the distribution of traffic loading between input modules
and output modules is homogeneous, the fm edges of each node can be evenly
Bl divided into k groups, where k is the total number of mput (output) modules Each
’ jgroup contains g = fm/k edges betwee any 1/O pair, where tf the frame size f shoul ;
be chosen properly,




Since each number in the set {0, 1, ... , fm — 1} appears only once in any row or
column in the table, it is a quﬂlmate edge-coloring_of the capacity graph. The
assignment a= (t, r) of an edge between the 1i/Oj palr |nd|cates that the central,
Imodule r will connect the input module i o output module j in the tth slot of everyg

frame. As an example, for m = 3 and k = 2, we can choose f = 2 and thus g = 3.

Béi Vi m6i 36 trong tap hop {0,1, fm = 1} chi Xat hlen mot lan trongbat ky

Then, the groups of colors are A0 ={0, 1, 2} and Al ={3, 4, 5}, respectively.
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The procedure described above is illustrated in Figure 12.22, and the;




In the above example, since the number of central modules m is greater than the
number of input modules K, it is possible that more than one central module is
assigned to some 1/O pairs in one time slot. In the case that m < k, there are not
enough central modules for all /0 pairs in one time slot aSS|gnment Nevertheless
fthe total number of central modules asslgned to every 1/0O balr within a frame
should be the same, for uniform input traffic to fulfill the capacity requirement, and
it is equal to g = fm/k. This point is illustrated in the following example. For m = 4
and k = 6, we choose f = 3 and g = 2. The same method will result in the
connectlon patterns shown in Flgure 12.24. 1t is easy o verlfy that the number of
lcentral modules (aths edges) assigned for each 1/0 pair is eual to g = 2 per f = 3§
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The capacity assignment in a cross-path switch is vir_ttf?lﬂ based. It dep_e‘mjs on
ithe traffic load on each virtual path to allocate the capacity and determine the route
assignment. The Latin Square offers a legitimate capacity assignment with
homogeneous traffic, but it may not be effective anymore with heterogeneous
traffic with non-uniformly distributed traffic load over the virtual paths. A more
general assignment method is therefore introduced and the procedure is illustrated
lin Figure 12.25. The assignment procedure has four steps, each of which will be?
explained along with an example in the following subsections. \

phu thuoeMag.tdi Iuu luong tranimQj u’ong ao dé child Al dung lugng va x&edinl
bhan cong tuyOED sxuone Latin' dugEmaot su phah coNMERRe. lrong hop It

do, Mot p uongp ap pnhan cong ong qua on dugt gioT ey va quy trinh duo:

Virtual Path Capcity Allocation (VPC). This step is to allocate capacity to each|

virtual path based on the traffic loads. It can be formulated as an optimization
problem with some traffic modeling.
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moi duong ao du:a trén tai luu lugng. No co the duoc phat bieu nhu bai todn {61 uu
hoa voi Shw—lu’u lu’d'ngwao do. 3 gy
Figure 12.24 Route scheduling in central modules for the second example off
uniform traffic. (©1997 IEEE.)

Hinh 12.24,Quy trinh dinh tuyén trong cac mo dun t g tam doi vai vi du ther hal

vé luu lub’%ﬁong déu. (1 E.)

Figure 12.25 Procedure of capacity and route assignment [l

The Round-Off Procedure. Some elements in the resulting capacity matrix may be
non-integers. When they are rounded into integers that are required in the route
assignment, round off error arrses The concept of frame size is used to reduce the
round-off error. Each element in the ¢ capacity matrix is multlplred by the frame
size. Then the capacity per slot is translated into capacity per frame (see below).
fter that, we round the matrix into an integer matrix.




small if the frame size is sufficiently large. However, since the amount of routing
mformatlon stored in the memory is linearly proportlonal to f, the frame size is

khung dy leém. Tuy nhién, baéi g Mong thong tin dinfysw n duoc luu trir fr8MO 0
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Figure 12.26 Route Schedulmg example (heterogenous trafflc) (©1997 IEEE )




Edge-Coloring. The capacity graph can be colored by fm colors, and each color
represents_one distinct time-space slot based on the time-space interleaving
principle (12 8). Coloring can be found by complete matchrng, which is repeated
’recurswely to reduce the degree of ever every node one-by-one. One general method to
search for a complete matching is the so-called Hungarian algorithm or alternating-
path algorithm [10, 12]. It is a sequential algorithm with the worst time complexity

O(k2), or totally O( fm x k2) because there are fm matchings. If each of fm and k
i is a power of two, an efficient paraIIeI algorithm proposed in [13] for confllct free
' jroute schedullng in a three-stage Clos network with time compIeX|ty of O(Iog2(
fmk)) can be used. Through the time-space interleaving, the middle-stage routing
pattern is obtained in Figure 12.26.
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